Modelling and analysis of a within-host model of hepatitis B and D co-infections
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Abstract—The Hepatitis delta virus (HDV) is a defect RNA virus that requires the presence of the hepatitis B virus (HBV) for cellular infection. A co-infection may result in a more severe acute disease and a higher risk of developing acute liver failure compared with those infected with HBV alone. At the present time, there has been very little to the modeling of HDV. The derivation and analysis of such a mathematical model poses difficulty as it requires the inclusion of (HBV). In this paper, a within-host model for the co-interaction of HDV and HBV is presented and rigorously analyzed. We calculate the basic reproduction number \(R_0\), the disease-free equilibrium, boundary equilibrium, which we define as the existence of one disease along with the complete eradication of the other disease, and the co-infection equilibrium. We determine stability criteria for the disease-free and boundary equilibrium. We also use the optimal control theory to assess the disease control. Numerical simulations have been presented to illustrate analytical results.
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I. INTRODUCTION

Hepatitis D is a liver disease caused by the hepatitis D virus (HDV), a defective virus that needs the hepatitis B virus to exist. The hepatitis D virus requires the outer coating of the hepatitis B virus called the surface antigen in order to reproduce itself in a human host. The virus currently
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infects 15 million worldwide, nearly all adults, and it is most common among injecting drug user populations and in countries bordering the Mediterranean Sea. HDV is transmitted through blood and body fluids, similar to the hepatitis B virus.

There are two types of HDV infection, co-infection and super-infection. Co-infection occurs when a patient is simultaneously infected with HDV and HBV. The majority of these patients completely recover but there is a higher rate of fulminant hepatic failure and death than with HBV infection alone. Super-infection occurs when someone with an existing chronic HBV infection becomes infected with HDV. These patients usually experience a sudden worsening of liver disease. Patients with hepatitis B who become chronically infected with HDV experience a very high rate of cirrhosis and end stage liver disease, which makes this super-infection a very dangerous disease.

There is no specific treatment for HDV infection. The most common therapeutic approach is based on the administration of interferon-α. However, the clinical response is variable, and in most cases reversible upon interruption of treatment [1], [2]. The concomitant use of antiviral drugs like ribavirin or lamivudine, showed no significant benefits in the treatment of hepatitis delta patients [3], [4]. Although these drugs may have some inhibitory effect on HBV replication, they do not suppress HDV replication probably due to the fact that HBsAgs expression, at least in part, seems not to be affected.

The use of mathematical models to study dynamics of virus infections may represent a powerful approach to simulate the course of infection and predict the potential response to different therapies. They have been previously developed for a number of pathologies including HBV and HCV [5], [6], [7], [8], [9], [11], [12], [34]. the humoral immune response is universal and necessary to eliminate or control the disease after viral infection [23]. Therefore, several mathematical models have been proposed to describe the virus dynamics with humoral immunity [24], [25], [26], [27], [28], [30], [31], [32]. Mostafa et al. introduce an improved HBV model with standard incidence function, cytotoxic T lymphocytes (CTL) immune response, and take into account the effect of the export of precursor CTL cells from the thymus and the role of cytolytic and non-cytolytic mechanisms [33]. Hattaf et al. [29] study the global stability of a generalized model of a viral dynamic that includes the adaptive immune response, represented by Cytotoxic Lymphocyte T-cell (CTL-cell). So, their work does not take in consideration the role of the innate immune response. Noura Yousfi et al. [38] investigate a new mathematical model that describes the interactions between Hepatitis B virus (HBV), liver cells (hepatocytes), and the adaptive immune response.

More recently, the numerical simulation of the spread of HDV and HBV in a population was reported [13]. However, a mathematical model to study HDV and HBV dynamics in infected individuals is still lacking. Moreover, to our knowledge, none of the existing models take into account the reaction of immune CTL cells. The main interest in studying HBV and HDV model is to understand the long and short term behavior of the dynamics of both diseases and to predict whether the diseases will die out or will persist.

In this paper, the dynamical behavior of a co-interaction of HDV and HBV virus model with CTL immune responses is studied. The main objective is in carrying out a detailed qualitative analysis of the resulting model. The existence and the uniqueness results of the solution are discussed. We compute the basic reproduction number. We also investigate the existence of equilibria and study their stability. The model is used to determine the optimal methodology for administering anti-viral medication therapies to fight HBV and HDV infection. In particular, we investigates the fundamental role of chemotherapy treatment in controlling the virus reproduction. A characterization of the optimal control via adjoint variables is also established. We obtain an opti-
mality system that we seek to solve numerically. It is our view that this study represents the very first modelling work that provides an in-depth analysis of the qualitative dynamics of HBV-HDV co-infection and its control.

The paper is organized as follows. In the next section, we propose a new mathematical model for HBV infection alone that takes into account the CTL immune system. To be more realistic, we have assumed that the infection rate is given by the standard incidence function \( I = \frac{xy}{x+y} \). The model is rigorously analyzed. In Section 3, we formulate and analyze a realistic mathematical model for HBV-HDV co-infection, which incorporates the key epidemiological and biological features of each of the two diseases. Optimal control approach is applied in Section 4, in order to find the best way to fight the co-infection between the two diseases. We end this paper with a brief discussion and conclusion.

II. THE HBV MODEL

A. The model description

We consider the HBV model given by the following differential equations:

\[
\begin{align*}
\dot{x} &= \lambda - d_x x - \frac{\beta(1 - \eta) x v}{x + y} \\
\dot{y} &= \frac{\beta(1 - \eta) x v}{x + y} - a_y y - \delta y I \\
\dot{v} &= k(y - \epsilon) y - d_v v, \\
\dot{I} &= \rho y I + p I - q I^2
\end{align*}
\]

where \( x \) is the number of uninfected liver cells, \( y \) is the number of infected liver cells, \( v \) is the number of free virus, and \( I \) is the number of CTL cells. All the parameters \( \lambda, d_x, \eta, \beta, a_y, \delta, \epsilon, k, d_v, p, \rho, \) and \( q \) are positive. \( d_x, a_y \) and \( d_v \) are the death rates of uninfected liver cells, the infected cells and free virus, respectively. The constant parameter \( \lambda \) represents the production of the liver cells. \( \beta \) is the contact rate between uninfected cells and free virus. Free virus is produced from infected cells at rate \( ky \). Infected cells are removed at rate \( \delta I \) by CTL immune responses. The virus-specific CTL cells proliferate at rate \( \rho y \) by contacts with infected cells. The parameter \( \eta \) is the efficacy of inhibiting new virus infections as a consequence of virus clearance and \( \epsilon \) the efficacy of inhibiting viral production from infected cells. Of course the behaviour when there is no treatment is obtained by setting \( \eta = \epsilon = 0 \).

The parameter \( p \) denotes the proliferation rate of immune cells and \( q \) the density-dependent rate of immune cells suppression. more precisely, we suppose that the immune cells expand at a net rate \( p \), which encapsulate the positive feedback upon the immune system. The parameter \( q \) comes from the fact that we assume a regulatory negative feedback force such as the effect of cell density, inhibitory cytokines or natural apoptosis, which operates to suppress immune population growth. we suppose in this case that immune population is suppressed at a net rate \( q \) which is proportional to the square of its density \( (qI)^2 \). So, the term \( pI - qI^2 \) 2 can be written as \( pI \left(1 - \frac{I}{k}\right) \) which express a logistic law for evolution of immune population in the absence of infected cells.

B. Analysis of the model

Herein, we present some basic results, such as the positive invariance of model system (I), the boundedness of solutions, the existence of equilibria and stability analysis.

1) Positivity and boundedness of solutions:

The following result guarantees that model system (I) is biologically well behaved and its dynamics is concentrated on a bounded region of \( \mathbb{R}^4 \). More precisely, the following result holds.

**Theorem 1.** Let \( \mathbb{R}^4_+ = \{(x, y, v, I) \in \mathbb{R}^4 : x \geq 0, y \geq 0, v \geq 0, I \geq 0\} \). Then, \( \mathbb{R}^4_+ \) is positively invariant under the flow induced by model system (I). Moreover, the region

\[
\Delta = \left\{(x, y, v, I) \in \mathbb{R}^4 : x + y \leq \frac{\lambda}{d_x}, \quad v \leq \frac{k\lambda(1 - \epsilon)}{d_x d_v}, \quad \frac{p}{q} \leq I \leq \frac{p + \rho \lambda}{q}\right\}
\]

is positively invariant and absorbing with respect to model system (I).
Proof: No solution of model system (1) with initial conditions \((x(0), y(0), v(0), I(0)) \in \mathbb{R}^4_+\) is negative. In fact, for \((x(t), y(t), v(t), I(t)) \in \mathbb{R}^4_+\), we have \(\dot{x} \mid_{x=0} = \lambda > 0\), \(\dot{y} \mid_{y=0} = (1 - \eta)\beta v \geq 0\), \(\dot{v} \mid_{v=0} = (1 - \varepsilon)kI \geq 0\), and \(\dot{I} \mid_{I=0} = 0 \geq 0\), this immediately implies that all solutions of model system (1) stay in the first quadrant.

For the invariance property of \(\Delta\), it suffices to show that the vector field, on the boundary, does not point to the exterior. Adding the first and second equations of model system (1) yields

\[
\frac{d(x+y)}{dt} \bigg|_{x+y=\frac{\lambda}{d_x}} = \lambda - dx x - ay y - \delta I \bigg|_{x+y=\frac{\lambda}{d_x}} \leq (\lambda - dx (x+y)) \bigg|_{x+y=\frac{\lambda}{d_x}} = 0.
\]

Similarly, we get

\[
\frac{dv}{dt} \bigg|_{v=\frac{k\lambda(1-\varepsilon)}{d_x d_v}} \leq \frac{k\lambda(1-\varepsilon)}{d_x} - dv \bigg|_{v=\frac{k\lambda(1-\varepsilon)}{d_x d_v}} = 0,
\]

and

\[
\frac{dI}{dt} \bigg|_{I=\frac{p}{q}} \geq (p - qI) I \bigg|_{I=\frac{p}{q}} = 0,
\]

\(i.e \ I(t) \geq \frac{p}{q} \ \forall t \in [0, +\infty),\)

Therefore, solutions starting in \(\Delta\) will remain there for \(t \geq 0\).

Now, we prove the attractiveness of the trajectories of model system (1). To do so, from model system (1), one has

\[
\frac{d(x+y)}{dt} \leq \lambda - dx (x+y).
\]

Therefore, \(\limsup_{t \to \infty} (x+y)(t) \leq \frac{\lambda}{d_x}\). Similarly, since

\[
\frac{dv}{dt} \leq \frac{k\lambda(1-\varepsilon)}{d_x} - dv,
\]

one has \(\limsup_{t \to \infty} v(t) \leq \frac{k\lambda(1-\varepsilon)}{d_v d_v}\). Concerning the variable \(I\), we have

\[
\frac{dI}{dt} \leq (\rho \lambda + p) I - qI^2,
\]

which implies that

\[
I(t) \leq \frac{1}{\frac{q}{p+\frac{\rho \lambda}{d_x}} + \frac{1}{p(0) - \frac{q}{p+\frac{\rho \lambda}{d_x}}} e^{-(p+\frac{\rho \lambda}{d_x})t}}.
\]

So, \(I\) is bounded and hence, \(\Delta\) is attracting, that is, all solutions of model system (1) eventually enters \(\Delta\). This concludes the proof.

2) Basic reproduction number and equilibria:

The basic reproduction number is defined as the average number of secondary infections produced by one infected cell during the period of infection when all cells are uninfected. This threshold is obtained at the virus free equilibrium. The virus free equilibrium is obtained by setting \(v = 0\) in all equations of model system (1) at the equilibrium. Thus, when \(v = 0\), we have \(P_0 = (x^*, 0, 0, 0)\) and \(P_1 = (x^*, 0, 0, I^*)\) where \(x^* = \frac{\lambda}{d_x}\) and \(I^* = \frac{p}{q}\).

Since \(I(t) \geq \frac{p}{q}\), the virus free equilibrium is \(P_1\).

We use the method of van den Driessche[17] to compute the basic reproduction number. Using the notations of van den Driessche and Watmough[17], for model system (1), we have

\[
F = \begin{pmatrix} 0 & \beta(1-\eta) \\ k(1-\varepsilon) & 0 \end{pmatrix}
\]

and

\[
V = \begin{pmatrix} ay + \delta I^* & 0 \\ 0 & dv \end{pmatrix}.
\]

Thus, the basic reproduction number is given by:

\[
R_0 = \frac{k(1-\varepsilon)\beta(1-\eta)}{d_v(ay + \delta I^*)}.
\]
From theorem 2 of Van Den Driessche\[7\], we have the following result.

**Lemma 1.** The virus-free equilibrium $P_1$ of the model system \((1)\) is locally asymptotically stable (LAS) if $R_0 < 1$, and unstable if $R_0 > 1$.

We now study the existence of equilibria of model system \((1)\). Setting the right-hand sides of model system \((1)\) equals to zero gives

$$
\lambda - d_x x - \beta(1 - \eta) x v \left/ (x + y) \right. = 0,
$$

(3)

$$
\frac{\beta(1 - \eta) x v}{x + y} - a_y y - \delta y I = 0,
$$

(4)

$$
k(1 - \varepsilon) y - d_v v = 0,
$$

(5)

$$
\rho y I + p I - q I^2 = 0.
$$

(6)

Model system \((1)\) has always equilibrium $P_1 = (x^*, 0, 0, I^*)$ which is the virus free equilibrium and represents the state when the viruses are absent. To find the endemic equilibrium, we look and represents the state when the viruses are present.

To find the endemic equilibrium, we look and represents the state when the viruses are present.

Since $\bar{R}_0 < 1$, model system \((1)\) may have an endemic equilibrium $P_2 = (\bar{x}, \bar{y}, \bar{v}, I)$ with $\bar{x} > 0, \bar{v} > 0, \bar{I} > 0$. From Eqs.\((3)\) and \((4)\), one obtains

$$
\bar{y} = \gamma \bar{v} \quad \text{and} \quad \bar{I} = a \bar{v} + b.
$$

(7)

Substituting the above expression of $\bar{y}$ in Eq.\((4)\) yields

$$
\bar{v} \left( \frac{\beta(1 - \eta) \bar{x}}{\bar{x} + \gamma \bar{v}} - a_y \gamma - \delta \gamma (a_y + b) \right) = 0
$$

(8)

Since $\bar{v} \neq 0$, Eq.\((8)\) leads to

$$
\bar{x} = \frac{\gamma^2 \bar{v} (a_y + \delta b + \delta a \bar{v})}{\beta(1 - \eta) - \gamma (a_y + \delta b + \delta a \bar{v})}.
$$

(9)

Since $\bar{x} > 0$, one can deduce that

$$
\bar{v} < \frac{\beta(1 - \eta) - \gamma (a_y + \delta b)}{\gamma \delta a}.
$$

Note that

$$
\beta(1 - \eta) - \gamma (a_y + \delta b) = \frac{d_v (a_y + \delta b)}{k(1 - \varepsilon)} [R_0 - 1]
$$

Thus, $\bar{x} > 0$ implies that $\bar{v} \in [0, \bar{v}_1[$, where

$$
\bar{v}_1 = \frac{d_v (a_y + \delta b)}{\gamma \delta a k (1 - \varepsilon)} [R_0 - 1].
$$

(10)

Moreover, since

$$
\bar{x} < \frac{\lambda}{d_x},
$$

the above relation implies that

$$
\gamma^2 \delta a d_x \bar{v}^2 + \left[ d_x \gamma^2 (a_y + \delta b) + \lambda \gamma \delta a \right] \bar{v} - \lambda \left[ \beta(1 - \eta) - \gamma (a_y + \delta b) \right] < 0.
$$

(11)

Since $R_0 > 1$, the discriminant of \((11)\) is

$$
delta = \left[ d_x \gamma^2 (a_y + \delta b) + \lambda \gamma \delta a \right]^2 + 4 \lambda \gamma^2 \delta a d_x \left[ \beta(1 - \eta) - \gamma (a_y + \delta b) \right] > 0.
$$

Thus, the condition $\bar{x} < \frac{\lambda}{d_x}$ implies that $\bar{v} \in [0, \bar{v}_2[$ where

$$
\bar{v}_2 = \frac{-d_x \gamma^2 (a_y + \delta b) + \lambda \gamma \delta a + \sqrt{\delta}}{2 \gamma^2 \delta a d_x}
$$

(12)

We have the following result.

**Lemma 2.** Let $\bar{v}_1$ and $\bar{v}_2$ given in Eqs.\((10)\) and \((12)\), respectively. Then, $\bar{v}_2 < \bar{v}_1$ whenever $R_0 > 1$.

**Proof:** Since $R_0 > 1$, applying some technical manipulation one can show that

$$
\gamma d_x \left[ \beta(1 - \eta) - \gamma (a_y + \delta b) \right] + d_x \gamma^2 (a_y + \delta b) > 0
$$

is equivalent to

$$
\bar{v}_1 > \bar{v}_2.
$$

\[\blacksquare\]

**Remark 1.**

1) From Lemma\2, conditions $\bar{v} \in [0, \bar{v}_1[$ and $\bar{v} \in [0, \bar{v}_2]$ can be limited to $\bar{v} \in [0, \bar{v}_2]$. Thus, when $R_0 > 1$, model system \((1)\) may have an endemic equilibrium $P_2 = (\bar{x}, \bar{y}, \bar{v}, I)$ with $\bar{v} \in [0, \bar{v}_2]$.

2) We point out that $\bar{v} = \bar{v}_2$ implies that $\bar{x} = \frac{\lambda}{d_x}$.

Substituting Eq.\((7)\) and Eqs.\((9)\) into \((8)\), we obtain the following cubic equation in $\bar{v}$:

$$
a_3 \bar{v}^3 + a_2 \bar{v}^2 + a_1 \bar{v} + a_0 = 0,
$$

(14)
where

\[ a_3 = \left[ \frac{d^2 \delta \rho}{q k^2 (1 - \varepsilon)^2} \right]^2, \]

\[ a_2 = \frac{d_v^2 \left( a_y + \delta \frac{p}{q} \right)}{k^2 (1 - \varepsilon)^2} - \frac{d_x d_v \delta \rho d_v^3}{q k^3 (1 - \varepsilon)^3} \]

\[ \delta \rho d_v^3 \left( a_y + \delta \frac{p}{q} \right) - \frac{q k^3 (1 - \varepsilon)^3}{k^2 (1 - \varepsilon)^2} \left[ R_0 - 1 \right], \]

\[ a_1 = -\lambda a_y + \frac{d_v^2 \left( a_y + \delta \frac{p}{q} \right)}{k^2 (1 - \varepsilon)^2} \]

\[ \gamma d_v \left( a_y + \delta \frac{p}{q} \right) - \frac{1}{k (1 - \varepsilon)} \left[ R_0 - 1 \right], \]

\[ a_0 = \frac{\lambda a_y + \delta \frac{p}{q}}{k (1 - \varepsilon)} \left[ R_0 - 1 \right]. \]

The coefficient \( a_3 \) is always positive. Also, if \( R_0 > 1 \), then \( a_0 > 0 \) and \( a_1 < 0 \). Using the Descartes’ rules of sign, if \( R_0 > 1 \), the above equation given in (14) has exactly one or two positive solutions. Let us consider the following polynomial

\[ P: [0, \tilde{v}_2] \rightarrow \mathbb{R} \]

\[ \tilde{v} \mapsto P(\tilde{v}) = a_3 \tilde{v}^3 + a_2 \tilde{v}^2 + a_1 \tilde{v} + a_0. \] (15)

We have

- \( P(0) = a_0 \) since \( R_0 > 1 \)
- \( P(\tilde{v}_2) = -\tilde{v}_2 \beta (1 - \eta) k (1 - \varepsilon) \lambda \tilde{v}_2 < 0 \)

Since \( P(0) > 0 \) and \( P(\tilde{v}_2) < 0 \), Eq. (14) has only one or three solutions on \([0, \tilde{v}_2]\). By the Descartes’ rules of sign, Eq. (14) cannot have three solutions on \([0, \tilde{v}_2]\).

We have proved the following result.

**Theorem 2.** If \( R_0 > 1 \), model system (7) has exactly one endemic equilibrium \( P_2 = (\tilde{x}, \tilde{y}, \tilde{v}, \tilde{I}) \) where \( \tilde{x}, \tilde{y} \) and \( \tilde{I} \) are defined in Eqs. (7) and (9) with \( \tilde{v} \in [0, \tilde{v}_2] \) satisfying Eq. (14).

**Remark 2.** When \( R_0 < 1 \), we have \( \tilde{x} < 0 \). So, there is no endemic equilibrium.

3) **Stability of equilibria:**

Here, we study the stability of equilibria.

We have the following result about the global stability of the virus free equilibrium.

**Theorem 3.** When \( R_0 < 1 \), then the virus free equilibrium \( P_1 = (x^*, 0, 0, I^*) \) is globally asymptotically stable in \( \Delta \).

**Proof:** We consider the following LaSalle-Lyapunov candidate function:

\[ L(t) = b_1 y + b_2 v, \] (16)

where \( b_1 \) and \( b_2 \) are positive constants to be determined later. Using the fact that \( x \leq x^* \) and \( I \geq I^* \), its time derivative along the trajectories of (1) satisfies

\[ \dot{L} = \left( \frac{b_1 (1 - \eta) x}{x + y} - b_2 d_v \right) v \]

\[ + \left[ b_2 k (1 - \varepsilon) - b_1 (a_y + \delta I) \right] y, \]

\[ \leq \left( \frac{b_1 (1 - \eta) x^*}{x^* + y} - b_2 d_v \right) v \]

\[ + \left[ b_2 k (1 - \varepsilon) - b_1 (a_y + \delta I^*) \right] y. \]

The constants \( b_1 \) and \( b_2 \) are chosen such that the coefficient of \( y \) is equal to zero, that is, \( b_1 = k (1 - \varepsilon) \) and \( b_2 = a_y + \delta I^* \). Then, we obtain

\[ \dot{L} \leq (a_y + \delta I^*) d_v (R_0 - 1) v. \] (17)

Thus, \( \dot{L}(t) \leq 0 \) when \( R_0 < 1 \). By LaSalle’s invariance principle, the largest invariant set in \( \{ (x, y, v, I) \in \mathbb{R}^4_+ : \dot{L}(t) = 0 \} \subset \Delta \) is reduced to the virus free equilibrium. This proves the global asymptotic stability of \( P_1 = (x^*, 0, 0, I^*) \) on \( \Delta \neq \emptyset \) (Theorem 3.7.11, page 346). This achieves the proof. 

Now, we study the stability of the endemic equilibrium. The Jacobian matrix of model system (7) at the endemic equilibrium \( P_2 = (\bar{x}, \bar{y}, \bar{v}, \bar{I}) \) is

\[ J_3 = \begin{pmatrix}
-a_x & U & W & -V & 0 \\
U & -W-a_y-\delta \bar{I} & -V & \delta \bar{y} & 0 \\
0 & k (1 - \varepsilon) & -d_v & 0 & 0 \\
0 & \rho \bar{I} & 0 & -q \bar{I} & 0
\end{pmatrix}, \]
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where \( U = \frac{(1-\eta)\beta \tilde{y}}{(x+\tilde{y})^2} \), \( V = \frac{(1-\eta)\beta y}{x+y} \) and 
\( W = \frac{(1-\eta)\beta \bar{y} y}{(x+\bar{y})^2} \). The characteristic equation of 
\( J_3 \) is

\[ \xi^4 + c_1 \xi^3 + c_2 \xi^2 + c_3 \xi + c_4 = 0, \quad (18) \]

where
\[
\begin{align*}
c_1 &= d_x + U + W + a_y + \delta I + d_v + qI, \\
c_2 &= d_x W + d_x a_y + d_x \delta I + d_x d_v + d_x q I \\
&\quad + U a_y + U \delta I + U d_v + U q I + W d_v \\
&\quad + q I W + q I a_y + q I^2 \delta + q I d_v + \delta \bar{y} \rho I, \\
c_3 &= U a_y d_v + U \delta I d_v + d_x W d_v + d_x q I W \\
&\quad + d_x q I a_y + d_x q I^2 \delta + d_x q I d_v + d_x \delta \bar{y} \rho I \\
&\quad + U q I a_y + U q I^2 \delta + U q I d_v + U \delta \bar{y} \rho I \\
&\quad + W d v q I + \delta \bar{y} \rho I d_v, \\
c_4 &= d_x W d v q I + d_x \delta \bar{y} \rho I d_v + U \delta \bar{y} \rho I d_v \\
&\quad + U a_y d_v q I + U \delta \bar{I}^2 d v q.
\end{align*}
\]

It is clear that \( c_1 > 0, c_3 > 0 \) and \( c_4 > 0 \). After some technical computation, we obtain that 
\( c_1 c_2 c_3 - c_3^2 c_4 \) is positive. Hence, we have proved the following result.

**Theorem 4.** The endemic equilibrium \( P_3 \) of model system (7) is locally asymptotically stable if \( R_0 > 1 \).

### III. THE HBV-HDV CO-INFECTION MODEL

#### A. Model construction

In this section, we incorporate the HDV infection into the previous model in order to obtain a mathematical models that can describe the dynamics of HDV and HBV co-infection. We add three state variables, namely the HDV viral load, hepatocyte infected with HDV and those co-infected with both HBV and HDV. So, we use the following state variables:

- \( x(t) \) the number of uninfected cells at time \( t \),
- \( y(t) \) the number of HBV infected cells at time \( t \),
- \( z(t) \) the number of HDV infected cells at time \( t \),
- \( w(t) \) the number of infected cells with both HBV and HDV at time \( t \),
- \( v_1(t) \) the HBV viral load at time \( t \),
- \( v_2(t) \) the HDV viral load at time \( t \),
- \( I(t) \) the number of CTL cells at time \( t \).

We make the following hypothesis:
1. Uninfected liver cells \( x \) can only be infected by HBV virions alone and become \( y \), or by HDV virions alone and become \( z \).
2. Infected cells by HBV virions can be super-infected by HDV and become \( w \).
3. Infected cells by HDV virions can be super-infected by HBV and become \( w \).

Putting the above formulations and assumptions together gives the following system of differential equations:

\[
\begin{align*}
\dot{x} &= \lambda - d_x x - \frac{\beta_1 (1 - \eta) x v_1}{P} - \frac{\beta_2 (1 - \eta) x v_2}{P}, \\
\dot{y} &= \frac{\beta_1 (1 - \eta) x v_1}{P} - \frac{\beta_2 (1 - \eta) y v_2}{P} - a_y y - d_1 y, \\
\dot{z} &= \frac{\beta_2 (1 - \eta) y v_2}{P} - \frac{\beta_1 (1 - \eta) z v_1}{P} - a_z z - d_2 z, \\
\dot{w} &= \frac{\beta_2 (1 - \eta) y v_2}{P} + \frac{\beta_1 (1 - \eta) z v_1}{P} - a_w w - d_3 w, \\
\dot{v}_1 &= k_1 (1 - \varepsilon) y + k_2 (1 - \varepsilon) w - d_1 v_1, \\
\dot{v}_2 &= k_2 (1 - \varepsilon) w - d_2 v_2, \\
\dot{I} &= \rho_1 y I + \rho_2 z I + \rho_3 w I + p I - q I^2,
\end{align*}
\]

where

\[
P = x + y + z + w.
\]

Susceptible host (healthy hepatocytes) cells are produced at a rate \( \lambda \), died at a rate \( d_x \). \( \beta_1 \) and \( \beta_2 \) are respectively the contact rates between uninfected cells with free HBV virions, and uninfected cells with free HDV virions. \( a_y, a_z \) and \( a_w \) are respectively death rate of HBV only infected cells, HDV only infected cells and coinfected cells by HDV and HBV. In these equations, all the parameters are positive and we assume that the death rate of uninfected cells is not greater than the death rate of infected cells, that is, \( \min\{d_x, a_y, a_z, a_w\} = d_x \). HBV virions \( v_1 \) are
produced by HBV only infected cells $y$ and by coinfected cells $w$. In fact, in order for HDV to successfully complete its replication cycle, a hepatocyte must be coinfected with HBV and HDV. In these coinfected cells, the replication of HBV is suppressed by HDV, although not completely abolished [19], [20]. So, $v_1$ can be produced by $w$. HBV only infected cells $y$ produce HBV virions particles $v_1$ at a rate $k_1 (1 - \varepsilon) y$ and are killed by the CTL immune response at a rate $\delta_1 y I$. For the same reason, HDV are killed by the CTL immune response at a rate $\delta_1 y I$. Finally, CTL cells increase at rates $\rho_1 y I$, $\rho_2 z I$ and $\rho_3 w I$ as a result of stimulation by the viral antigen of the infected cells. $p$ and $q$ have the same meaning as in the previous model.

The parameter values used for numerical simulation are given in Table 1.

### B. Mathematical analysis of the model

1) **Positivity and boundedness of trajectories:**

We have the following result.

**Theorem 5.** The nonnegative orthant $\mathbb{R}^7_+$ is positively invariant for model system (19). Moreover, system (19) is pointwise dissipative and the ab-

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Definition</th>
<th>value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>Production rate of hepatocyte</td>
<td>252666.6666 day$^{-1}$</td>
<td>[10]</td>
</tr>
<tr>
<td>$d_x$</td>
<td>Normal death rate of healthy liver cells</td>
<td>0.0039 days$^{-1}$</td>
<td>[15]</td>
</tr>
<tr>
<td>$a_y$</td>
<td>Infected cell death rate (HBV)</td>
<td>0.0693 – 0.00693 day$^{-1}$</td>
<td>[9]</td>
</tr>
<tr>
<td>$a_z$</td>
<td>Infected cell death rate (HDV)</td>
<td>0.009 day$^{-1}$</td>
<td>Assumed</td>
</tr>
<tr>
<td>$a_w$</td>
<td>Infected cell death rate (HBV-HDV)</td>
<td>0.0091 day$^{-1}$</td>
<td>Assumed</td>
</tr>
<tr>
<td>$d_1$</td>
<td>death rate of free HBV</td>
<td>0.693 day$^{-1}$</td>
<td>[14]</td>
</tr>
<tr>
<td>$d_2$</td>
<td>death rate of free HDV</td>
<td>0.6 day$^{-1}$</td>
<td>Assumed</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>Infection rate of HBV</td>
<td>$3.6 \times 10^{-5} - 1.8 \times 10^{-3}$</td>
<td>[14]</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>Infection rate of HDV</td>
<td>0.002 day$^{-1}$</td>
<td>Assumed</td>
</tr>
<tr>
<td>$k_1$</td>
<td>HBV production per infected liver cells</td>
<td>200 – 1000 days$^{-1}$</td>
<td>[8]</td>
</tr>
<tr>
<td>$k_2$</td>
<td>HDV production per infected liver cells</td>
<td>300 days$^{-1}$</td>
<td>Assumed</td>
</tr>
<tr>
<td>$k_3$</td>
<td>HBV production per co-infected HBV&amp; HDV cells</td>
<td>300 days$^{-1}$</td>
<td>Assumed</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>rate of CTL elimination in infected HBV cells</td>
<td>0.02 day$^{-1}$</td>
<td>Assumed</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>rate of CTL elimination in infected HDV cells</td>
<td>0.02 day$^{-1}$</td>
<td>Assumed</td>
</tr>
<tr>
<td>$\delta_3$</td>
<td>rate of CTL elimination in infected HBV-HDV cells</td>
<td>0.02 day$^{-1}$</td>
<td>Assumed</td>
</tr>
<tr>
<td>$p$</td>
<td>the proliferation rate of immune cells</td>
<td>0.5 day$^{-1}$</td>
<td>Assumed</td>
</tr>
<tr>
<td>$q$</td>
<td>density-dependent rate of immune cells suppression</td>
<td>0.03 day$^{-1}$</td>
<td>Assumed</td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>HBV-specific CTL stimulation rate</td>
<td>0.02 day$^{-1}$</td>
<td>Assumed</td>
</tr>
</tbody>
</table>
The proof is similar to the proof of Theorem 1.

2) Basic reproduction number and equilibria:

The disease-free equilibrium of model system (19) is given by

\$E_0 = (x^*, 0, 0, 0, 0, I^*)\$.

Using the notations in van den Driessche and Watmough[17] for model system (19), the matrices \(F\) and \(V\) for the new infection terms and the remaining transfer terms are, respectively, given by

\[
F = \begin{pmatrix}
0 & 0 & 0 & (1-\eta)\beta_1 & 0 \\
0 & 0 & 0 & (1-\eta)\beta_2 & 0 \\
0 & 0 & 0 & 0 & 0 \\
k_1(1-\varepsilon) & k_3(1-\varepsilon) & 0 & 0 \\
0 & k_2(1-\varepsilon) & 0 & 0
\end{pmatrix}
\]

and

\[
V = \begin{pmatrix}
a_y + \delta_1 I^* & 0 & 0 & 0 & 0 \\
0 & a_z + \delta_2 I^* & 0 & 0 & 0 \\
0 & 0 & a_w + \delta_3 I^* & 0 & 0 \\
0 & 0 & 0 & d_1 & 0 \\
0 & 0 & 0 & 0 & d_2
\end{pmatrix}
\]

It then follows that the basic reproduction number is given by

\[
R_0 = \frac{k_1(1-\varepsilon)\beta_1(1-\eta)}{d_1(a_y + \delta_1 I^*)}.
\]

Thus, using Theorem 2 of van den Driessche and Watmough[17], we have the following result.

**Lemma 3.** The virus free equilibrium \(E_0\) of model system (19) is locally asymptotically stable (LAS) if \(R_0 < 1\), and unstable if \(R_0 > 1\).

**Remark 3.** Note that the basic reproduction number of the co-infection model of HBV and HDV is the same than the basic the basic reproduction of the HBV model alone. This suggests that to control the co-infection of HBV and HDV within the body of a host, one only needs to control the HBV infection.

We now process with the existence of steady states.

The steady states of model system (19) satisfy the following equations:

\[
\begin{aligned}
\lambda - d_x \bar{x} - \frac{\beta_1(1-\eta)\bar{x}\bar{v}_1}{P} - \frac{\beta_2(1-\eta)\bar{x}\bar{v}_2}{P} &= 0, \\
\frac{\beta_1(1-\eta)\bar{x}\bar{v}_1}{P} - \beta_3(1-\eta)\bar{y}\bar{v}_2 - a_y\bar{y} - \delta_1\bar{I} &= 0, \\
\frac{\beta_2(1-\eta)\bar{x}\bar{v}_2}{P} - \beta_1(1-\eta)\bar{z}\bar{v}_1 - a_z\bar{z} - \delta_2\bar{I} &= 0, \\
\frac{\beta_3(1-\eta)\bar{y}\bar{v}_2}{P} + \beta_1(1-\eta)\bar{z}\bar{v}_1 - a_w\bar{w} - \delta_3\bar{I} &= 0, \\
k_1(1-\varepsilon)\bar{y} + k_3(1-\varepsilon)\bar{w} - d_1\bar{v}_1 &= 0, \\
k_2(1-\varepsilon)\bar{w} - d_2\bar{v}_2, \\
\rho_1\bar{y}\bar{I} + \rho_2\bar{z}\bar{I} + \rho_3\bar{w}\bar{I} + P\bar{I} - q\bar{I}^2 &= 0,
\end{aligned}
\]

(22)

where \(\bar{P} = \bar{x} + \bar{y} + \bar{z} + \bar{w}\). From the last equation of (22), we have

\[
(\rho_1\bar{y} + \rho_2\bar{z} + \rho_3\bar{w} + p - q\bar{I})\bar{I} = 0,
\]

(23)

which has two possible solutions: \(\bar{I} = 0\) and \(\rho_1\bar{y} + \rho_2\bar{z} + \rho_3\bar{w} + p - q\bar{I} = 0\). Since \(\bar{I}^* \geq I^*\) and \(\bar{I} \neq 0\), one has that \(\bar{I} = \frac{1}{q}(\rho_1\bar{y} + \rho_2\bar{z} + \rho_3\bar{w} + p)\). From the sixth equation of (22), one has \(\bar{w} = \frac{d_2}{k_2(1-\varepsilon)}\bar{v}_2\).

Adding the third and fourth equations of (23) and using the expression of \(\bar{w}\) yields

\[
\bar{z} = \frac{\beta_2(1-\eta)(\bar{x} + \bar{y})}{(a_z + \delta_2\bar{I})\bar{P}} - \frac{(a_w + \delta_3\bar{I})d_2}{k_2(1-\varepsilon)(a_z + \delta_2\bar{I})}\bar{v}_2.
\]

(24)

Substituting Eq. (24) into the fourth equation of (22) gives

\[
\begin{aligned}
\left\{ \frac{\beta_2(1-\eta)\bar{y}}{P} + \frac{\beta_1(1-\eta)\bar{v}_1}{P} \left[ \frac{\beta_2(1-\eta)(\bar{x} + \bar{y})}{(a_z + \delta_2\bar{I})\bar{P}} - \frac{(a_w + \delta_3\bar{I})d_2}{k_2(1-\varepsilon)(a_z + \delta_2\bar{I})} \right] \bar{v}_2 = 0. (25)
\end{aligned}
\]

Eq. (25) has two possible solutions. If \(\bar{v}_2 = 0\), then from Eq. (22) one has that \(\bar{v}_1 = 0\) or \(\bar{z} = 0\).
Note that $\bar{v}_1 = 0$ leads to the virus free equilibrium $E_0 = (x^*, 0, 0, 0, 0, 0)$. If $\bar{z} = 0$, we obtain the HBV-only persistence equilibrium $E = (\bar{x}, \bar{y}, 0, 0, \bar{v}_1, 0, \bar{I})$ which has biological significance if $R_0 > 1$. If $\bar{v}_2 \neq 0$, the model admits a co-infection equilibrium $E = (\bar{x}, \bar{y}, \bar{z}, \bar{w}, \bar{v}_1, \bar{v}_2, \bar{I})$ where the existence is verified numerically.

3) Stability of equilibria: We have the following result.

**Theorem 6.** If $R_0 < 1$, then the infection free equilibrium $E_0$ of model system (19) is globally asymptotically stable in $\Sigma$ whenever

\[
k_3(1-\varepsilon)(a_y+\delta_1 I^*) + \frac{k_1(1-\varepsilon)k_2(1-\varepsilon)\beta_2(1-\eta)}{d_2} - k_1(1-\varepsilon)(a_w+\delta_3 I^*) \geq 0. \tag{26}
\]

*Proof:* Consider the following LaSalle function candidate:

\[
L(t) = a \, y + a \, z + a \, w + b \, v_1 + c \, v_2, \tag{27}
\]

where $a$, $b$, and $c$ are positive constants to be determined later. Using the fact that $x \leq x^*$ and $I \geq I^*$, the derivative of $L$ along the solution of (19) satisfies

\[
\dot{L} = \frac{a \beta_1(1-\eta)xv_1}{P} + \frac{a \beta_2(1-\eta)xv_2}{P} - a(y+\delta_1 I)y
- a(a_y + \delta_1 I)z - a(a_w + \delta_3 I)w + bk_1(1-\varepsilon)y
+ bk_3(1-\varepsilon)w - bd_1 v_1 + ck_2(1-\varepsilon)w - cd_2 v_2
\leq \left[ a \beta_1(1-\eta) - bd_1 \right] v_1
+ \left[ bk_1(1-\varepsilon) - a(a_y + \delta_1 I^*) \right] y
+ \left[ a \beta_2(1-\eta) - cd_2 \right] v_2
+ \left[ bk_3(1-\varepsilon) + ck_2(1-\varepsilon) - a(a_w + \delta_3 I^*) \right] w.
\]

We choose $a = k_1(1-\varepsilon)$, $b = a_y + \delta_1 I^*$ and $c = \frac{k_1(1-\varepsilon)\beta_2(1-\eta)}{d_2}$ so that the coefficients of $y$, $v_2$ and $w$ are equal to zero. In this case, if the condition (26) holds, we obtain

\[
\dot{L} \leq (a_y + \delta_1 I^*) [R_0 - 1] v_1.
\]

Thus, if $R_0 \leq 1$ then $\dot{L} \leq 0$ for all $(x, y, z, w, v_1, v_2, I) \geq 0$ and $\dot{L} = 0$ if only if $(x, y, z, w, v_1, v_2) = (x^*, 0, 0, 0, 0, 0)$. Then the globally asymptotically attractivity of $E_0$ follows from Lyapunov LaSalle Invariance Principle [13]. This completes the proof.

Now, we study the stability of the HBV-only persistence equilibrium $E = (\bar{x}, \bar{y}, 0, 0, \bar{v}_1, 0, \bar{I})$. The Jacobian matrix of model system (19) at $E$ is

\[
J_E = \begin{pmatrix}
-d_x - S_2 & S_1 & S_1 \\
S_2 & -S_1 - a_y - \delta_1 \bar{I} & -S_1 \\
0 & 0 & -S_1 - a_z - \delta_2 \bar{I} \\
0 & 0 & S_1 \\
0 & k_1(1-\varepsilon) & 0 \\
0 & 0 & 0 \\
0 & \rho_1 \bar{I} & \rho_2 \bar{I} \\
S_1 & -S_3 & -S_4 & 0 \\
-S_1 & S_3 & -S_5 & -\delta_1 \bar{y} \\
0 & 0 & S_1 & 0 \\
-k_3(1-\varepsilon) - d_1 & 0 & 0 \\
k_2(1-\varepsilon) & 0 & -d_2 & 0 \\
\rho_3 \bar{I} & 0 & 0 & -q \bar{I}
\end{pmatrix},
\]

where $S_1 = \beta_1(1-\eta) \bar{x} \bar{v}_1$, $S_2 = \beta_1(1-\eta) \bar{y} \bar{v}_1$, $S_3 = \beta_1(1-\eta) \bar{x}$, $S_4 = \beta_2(1-\eta) \bar{x}$ and $S_5 = \beta_2(1-\eta) \bar{y}$. The local stability of $E$ is governed by the eigenvalues of the $J_E$. Hence, conditions for local stability of $E$ have been derived by applying the Routh-Hurwitz criterion to the characteristic equation of $J_E$. The expressions are complicated and are not presented here, but available from the authors on request. Importantly, the set of parameters satisfying these conditions is not empty.

Figure 1 presents the time evolution of model system (19) when $\beta_1 = 0.02$, $\beta_2 = 0.07$, $\varepsilon = \eta = 0$, $k_1 = 600$ and $\rho_1 = 0.00002$ (so that $R_0 > 1$). All other parameter values are as in Table 1. In this case, the co-infection equilibrium is $E = (6.5 \times 10^4, 1.8 \times 10^4, 490.93, 310.3, 1.572 \times 10^7, 1.55 \times 10^9, 670.9)$. Initial conditions have been chosen to be $x(0) = 2 \times 10^7$, $y(0) = 10^4$, $z(0) = 4 \times 10^4$, $w(0) = 3 \times 10^3$, $v_1(0) = 2 \times 10^3$, $v_2(0) = 1.5 \times 10^3$. The numerical results show that the model has the expected behavior and the solutions remain bounded and positive. The simulations confirm the theoretical findings and provide insights into the dynamics of the within-host model of hepatitis C. This work contributes to the understanding of the disease dynamics and the development of effective control strategies.
10^3 and \( I(0) = 4 \times 10^2 \). From this figure, it is evident that the trajectories of model system (19) converge to the co-infection equilibrium.

IV. OPTIMAL CONTROL OF TREATMENT IN THE HBV-HDV CO-INFECTION MODEL

This section deals with the problem of optimal control of the co-infection of HBV and HDV. More precisely, we are concerned with the problem of adopting the best strategy of treatment to fight the HBV-HDV co-infection. We seek to search a maximum count of healthy cells with a minimum dose of the administered drugs. Hence, if we denote \( \eta(t) \) the first control variable which is efficacy of inhibiting new virus infections as a consequence of virus clearance and \( \varepsilon(t) \) the second control variable which represents the efficacy of inhibiting viral production from infected cells, model system (19) can be written, to accommodate control actions or chemotherapy treatment, as follows:

\[
\begin{align*}
\dot{x} &= \lambda - d_x x - \frac{\beta_1(1-\eta(t))xv_1}{P} - \frac{\beta_2(1-\eta(t))xv_2}{P}, \\
\dot{y} &= \frac{\beta_1(1-\eta(t))xv_1}{P} - \frac{\beta_2(1-\eta(t))yv_2}{P} - a_y y - \delta_1 y I, \\
\dot{z} &= \frac{\beta_2(1-\eta(t))xv_2}{P} - \frac{\beta_1(1-\eta(t))zv_1}{P} - a_z z - \delta_2 z I, \\
\dot{w} &= \frac{\beta_2(1-\eta(t))yv_2}{P} + \frac{\beta_1(1-\eta(t))zv_1}{P} - a_w w - \delta_3 w I, \\
\dot{v}_1 &= k_1(1-\varepsilon(t))y + k_3(1-\varepsilon(t))w - d_1 v_1, \\
\dot{v}_2 &= k_2(1-\varepsilon(t))w - d_2 v_2, \\
\dot{I} &= \rho_1 y I + \rho_2 z I + \rho_3 w I + p I - q I^2,
\end{align*}
\]

(28)
with \( x^0, y^0, z^0, w^0, v_0^1, v_0^0 \) and \( I^0 \) the given initial values of \( x, y, w, z, v_1, v_2, I \) at \( t_0 = 0 \) respectively. The control functions, \( \eta(t) \) and \( \varepsilon(t) \), are bounded, Lebesgue integrable functions.

Our objective functional to be maximized is
\[
J(\eta, \varepsilon) = \int_0^{t_f} \left[ x(t) - \left( \frac{A}{2} \eta^2 + \frac{B}{2} \varepsilon^2 \right) \right] dt.
\]
(29)

In other words, we want to maximize the benefit based on the healthy liver cells count and minimizing the cost based on the percentage effect chemotherapy given (i.e. \( \eta \) and \( \varepsilon \)). The parameters \( A \) and \( B \) are positive and represent the weights on the benefit and cost.

The goal is to seek an optimal control pair \((\eta^*, \varepsilon^*)\) such that
\[
J(\eta^*, \varepsilon^*) = \max\{J(\eta, \varepsilon) : (\eta, \varepsilon) \in \mathcal{U}\},
\]
(30)
where \( \mathcal{U} \) is the control set defined by:
\[
\mathcal{U} = \{u = (\eta, \varepsilon), \eta, \varepsilon \text{ measurable}, 0 \leq \eta(t) \leq 1, 0 \leq \varepsilon(t) \leq 1, \forall t \in [0, t_f]\}.
\]
The basic framework of this problem is to prove the existence and the uniqueness of the optimal control and to characterize it.

A. Analysis of Optimal Controls

The necessary conditions that an optimal pair must satisfy come from Pontryagin’s Maximum Principle \([21]\). This principle converts (28) - (30) into a problem of minimizing pointwise a Hamiltonian, \( H \), with respect to \( \eta \) and \( \varepsilon \):
\[
H = x(t) - \left( \frac{A}{2} \eta^2 + \frac{B}{2} \varepsilon^2 \right) + \frac{\beta_1}{P} (1-\eta(t))xv_1 - \frac{\beta_2}{P} (1-\eta(t))xv_2
\]
\[
+ \frac{\beta_1}{P} (1-\eta(t))xv_1 - \frac{\beta_2}{P} (1-\eta(t))yv_2 - ay \varepsilon
\]
\[
- \delta_1 y I + \lambda_3 \left[ \frac{\beta_2}{P} (1-\eta(t))xv_2 - \frac{\beta_1}{P} (1-\eta(t))zv_1 \right]
\]
\[
- \delta_2 z - \delta_3 z I + \lambda_4 \left[ \frac{\beta_2}{P} (1-\eta(t))yv_2 \right]
\]
\[
+ \beta_1(1-\eta(t))zv_1 - a_w w - \delta_3 w I
\]
\[
+ \lambda_5 \left[ k_1 (1-\varepsilon) y + k_3 (1-\varepsilon) w - d_1 v_1 \right]
\]
\[
+ \lambda_6 \left[ k_2 (1-\varepsilon) w - d_2 v_2 \right]
\]
\[
+ \lambda_7 \left[ \rho_1 y I + \rho_2 z I + \rho_3 w I + p I - q I^2 \right].
\]
(31)

By applying Pontryagins Maximum Principle \([21]\) and the existence result for the optimal control pairs from \([22]\), we have the following result.

**Theorem 7.** There exists an optimal control pair \( \eta^*, \varepsilon^* \) and corresponding solution \( x^*, y^*, z^*, w^*, v_1^*, v_2^*, I^* \), such that \( J(\eta^*, \varepsilon^*) = \max J(\eta, \varepsilon) \).

Furthermore, there exist adjoint functions \( \lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5, \lambda_6, \) and \( \lambda_7 \) such that equation (32) holds with the transversality conditions
\[
\lambda_i(t_f) = 0, \text{ for } i = 1, ..., 7
\]
(33)
and \( P = x^* + y^* + z^* + w^* \). The following characterization holds:
\[
\eta^* = \min \{\max\{0, R_1(t)\}, 1\}, \quad \varepsilon^* = \min \{\max\{0, R_2(t)\}, 1\}
\]
(34)
where
\[
R_1(t) = \frac{1}{A} \left[ \frac{\beta_1}{P} x^* v_1^* + \frac{\beta_2}{P} x^* v_2^* \right]
\]
\[
+ \lambda_2 \left[ \frac{\beta_1}{P} x^* v_2^* - \frac{\beta_1}{P} x^* v_1^* \right] + \lambda_3 \left[ \frac{\beta_1}{P} z^* v_1^* - \frac{\beta_2}{P} x^* v_2^* \right]
\]
\[
- \frac{\beta_1}{P} (1-\eta(t))xv_1 - \frac{\beta_2}{P} (1-\eta(t))yv_2 - \delta_1 y I
\]
\[
+ \lambda_4 \left[ \frac{\beta_2}{P} (1-\eta(t))xv_2 - \frac{\beta_1}{P} (1-\eta(t))zv_1 \right]
\]
\[
- \delta_2 z - \delta_3 z I + \lambda_3 \left[ \frac{\beta_2}{P} (1-\eta(t))yv_2 \right]
\]
\[
- \delta_3 w I
\]
\[
\left[ \rho_1 y I + \rho_2 z I + \rho_3 w I + p I - q I^2 \right]
\]
\[
R_2(t) = \frac{-\lambda_5}{B} \left[ k_1 y I + k_3 w I - \lambda_6 k_2 w I \right]
\]

**Proof:** Corollary 4.1 in Fleming and Rishel \([22]\) gives the existence of an optimal control pair due to the concavity of the integrand of \( J \) with respect to \((\eta, \varepsilon)\), a priori boundedness of the state solutions, and the Lipschitz property of the state system with respect to the state variables. Applying Pontryagin’s Maximum Principle, we obtain

\[
\text{Biomath 7 (2018), 1807219, http://dx.doi.org/10.11145/j.biomath.2018.07.219}
\]
\[ \begin{align*}
\dot{\lambda}_1 &= -1 + \lambda_1 \left( \frac{d_x + \beta_1(1 - \eta)u_1^*(y^* + z^* + w^*)}{P^2} + \frac{\beta_2(1 - \eta)u_2^*(y^* + z^* + w^*)}{P^2} \right), \\
-\lambda_2 \left( \frac{\beta_1(1 - \eta)u_1^*(y^* + z^* + w^*)}{P^2} + \frac{\beta_2(1 - \eta)y^*u_2^*}{P^2} \right) \\
-\lambda_3 \left( \frac{\beta_2(1 - \eta)u_2^*(y^* + z^* + w^*)}{P^2} + \frac{\beta_1(1 - \eta)z^*u_1^*}{P^2} \right) \\
-\lambda_4 \left( \frac{\beta_2(1 - \eta)y^*u_2^*}{P^2} + \frac{\beta_1(1 - \eta)z^*u_1^*}{P^2} \right),
\end{align*} \]

\[ \begin{align*}
\dot{\lambda}_2 &= -\lambda_1 \left( \frac{\beta_1(1 - \eta)x^*v_1^*}{P^2} + \frac{\beta_2(1 - \eta)x^*v_2^*}{P^2} \right) + \lambda_3 \left( \frac{\beta_2(1 - \eta)x^*v_2^*}{P^2} - \frac{\beta_1(1 - \eta)z^*v_1^*}{P^2} \right) \\
&+ \lambda_4 \left( \frac{\beta_1(1 - \eta)x^*v_1^*}{P^2} + \frac{\beta_2(1 - \eta)x^*v_2^*}{P^2} + a_y + \delta_1I^* \right) \\
&+ \lambda_4 \left( \frac{\beta_1(1 - \eta)x^*v_1^*}{P^2} + \frac{\beta_2(1 - \eta)y^*v_2^*}{P^2} - \frac{\beta_1(1 - \eta)x^*v_1^*}{P^2} \right) - k_1(1 - \varepsilon)\lambda_5 - \rho_1I^*\lambda_7, \\
\dot{\lambda}_3 &= -\lambda_1 \left( \frac{\beta_1(1 - \eta)x^*v_1^*}{P^2} + \frac{\beta_2(1 - \eta)x^*v_2^*}{P^2} \right) + \lambda_3 \left( \frac{\beta_2(1 - \eta)x^*v_2^*}{P^2} + \frac{\beta_1(1 - \eta)v_1^*(x^* + y^* + w^*)}{P^2} + a_z + \delta_2I^* \right) \\
&+ \lambda_4 \left( \frac{\beta_2(1 - \eta)y^*v_2^*}{P^2} - \frac{\beta_1(1 - \eta)x^*v_1^*}{P^2} \right) \lambda_2 \left( \frac{\beta_1(1 - \eta)x^*v_1^*}{P^2} + \frac{\beta_2(1 - \eta)y^*v_2^*}{P^2} \right) - \rho_2I^*\lambda_7, \\
\dot{\lambda}_4 &= -\lambda_1 \left( \frac{\beta_1(1 - \eta)x^*v_1^*}{P^2} + \frac{\beta_2(1 - \eta)x^*v_2^*}{P^2} \right) + \lambda_3 \left( \frac{\beta_2(1 - \eta)x^*v_2^*}{P^2} - \frac{\beta_1(1 - \eta)z^*v_1^*}{P^2} \right) - k_3(1 - \varepsilon)\lambda_5 - k_2(1 - \varepsilon)\lambda_6 - \rho_3I^*\lambda_7 \\
&+ \lambda_4 \left( \frac{\beta_2(1 - \eta)y^*v_2^*}{P^2} + \frac{\beta_1(1 - \eta)z^*v_1^*}{P^2} + a_w + \delta_3I^* \right),
\end{align*} \]

\[ \begin{align*}
\dot{\lambda}_5 &= \frac{\beta_1(1 - \eta)x^*}{P}(\lambda_1 - \lambda_2) + \frac{\beta_2(1 - \eta)z^*}{P}(\lambda_3 - \lambda_4) + d_1\lambda_5, \\
\dot{\lambda}_6 &= \frac{\beta_2(1 - \eta)x^*}{P}(\lambda_1 - \lambda_3) + \frac{\beta_2(1 - \eta)y^*}{P}(\lambda_2 - \lambda_4) + d_2\lambda_6, \\
\dot{\lambda}_7 &= \delta_1y^*\lambda_2 + \delta_2z^*\lambda_3 + \delta_3w^*\lambda_4 - (\rho_1y^* + \rho_2z^* + \rho_3w^* + p - 2qI^*)\lambda_7,
\end{align*} \]
\[ \dot{\lambda}_1 = -\frac{\partial H}{\partial x}, \dot{\lambda}_2 = -\frac{\partial H}{\partial y}, \ldots, \dot{\lambda}_7 = -\frac{\partial H}{\partial I}, \]
evaluated at the optimal control pair and corresponding states, which results in the stated adjoint system \((32)\) and \((33)\) \((35)\). By considering the optimality conditions,
\[ \frac{\partial H}{\partial \eta} = 0 \quad \text{and} \quad \frac{\partial H}{\partial \varepsilon} = 0 \]
and solving for \(\eta^*, \varepsilon^*\), subject to the constraints, the characterizations \((34)\) can be derived. To illustrate the characterization of \(\varepsilon^*\), we have
\[ \frac{\partial H}{\partial \varepsilon} = -B\varepsilon - \lambda_5(k_1y + k_3w) - \lambda_6k_2w = 0 \]
at \(\varepsilon^*\) on the set \(\{t \mid 0 < \varepsilon^*(t) < 1\}\). On this set, we have
\[ \varepsilon^*(t) = -\frac{\lambda_5(k_1y + k_3w) - \lambda_6k_2w}{B}. \]
Taking into account the bounds on \(\varepsilon\), we obtain the characterization of \(\varepsilon\) in \((34)\).

Next, we discuss the numerical solutions of the optimality system and the corresponding optimal control pairs, the parameter choices, and the interpretations from various cases.

**B. Numerical results**

In this section, we study numerically an optimal treatment strategy of our HBV-HDV co-infection model. The optimal treatment strategy is obtained by solving the optimality system, consisting of 14 ODEs from the state and adjoint equations. An iterative method is used for solving the optimality system. We start to solve the state equations with a guess for the controls over the simulated time using a forward fourth order Runge-Kutta scheme. Because of the transversality conditions \((33)\), the adjoint equations are solved by a backward fourth order Runge-Kutta scheme using the current iteration solution of the state equations. Then, the controls are updated by using a convex combination of the previous controls and the value from the characterizations \((34)\). This process is repeated and iteration is stopped if the values of unknowns at the previous iteration are very close to the ones at the present iteration.

In order to evaluate our control strategy, we consider six co-infected patients by HBV and HDV: \(A_1, A_2, B_1, B_2, C_1, \) and \(C_2\) divided in three groups such that The first group consists of \(A_1\) and \(A_2\) and the viral HDV load of patients \(A_1\) and \(A_2\) are the same and are \(1.16 \times 10^3\) copies/ml. The second group are patients \(B_1\) and \(B_2\) with the same HDV viral loads of \(1.16 \times 10^5\) copies/ml; the end group are patients \(C_1\), and \(C_2\) with high levels of HDV viremia which are \(1.16 \times 10^7\) copies/ml. We suppose that patients \(A_1, B_1\) and \(C_1\) are not under treatment. Otherwise, patients \(A_2, B_2\) and \(C_2\) are under our treatment control strategy. We want to evaluate in 100 days the evolution of viral HDV load in every patient. We suppose that the viral load of HBV in those groups are \(10^8\) copies/ml. Note that some studies report improvements in patients, with interferon-\(\alpha\) (IFN) efficacy as high as 90% \((\eta = 0.9)\) \((36)\). Although lamivudine (LMV) does not have a direct effect on HDV viral production \(k_2\), its effect on the viral production of HBV will also have an effect on the HDV viral dynamics. Studies such as Lewin et al \((37)\) show efficacy levels of therapies based on LMV varying between 90% to 99% \((\varepsilon > 0.9)\) for the HBV infection. With this in mind, we consider combination of interferon-\(\alpha\) and lamivudine in our simulations.

In Fig.\((2)\), parameter values are the same as in Fig.\((1)\). Figure \((2)\) \((a_1) - (c_1)\) presents the time evolution of viral load of patients of group 1. In this figure, we observe that when there is not strategy of treatment, the disease persists in the host. But, with our strategy of treatment, the disease disappear in the host. To have this result, the control \(\varepsilon(t)\) is at it maximal value almost all the period of our control strategy. This means that, to control HDV, we need medication with hight efficacy. We have the same observation on the other figures for group 2 and group 3.

Fig.\((3)\) illustrate the importance of immune system in our model. We observe that without CTL cells, the viral load of patients \(A_1, B_1\) and \(C_1\) increase. Otherwise, the viral load of patients \(A_2, B_2\) and \(C_2\) converge to zero if only if \(\varepsilon(t)\) and \(\eta(t)\) are to their maximal values during all the period of control strategy. So, it is difficult
to control the disease in this case. This show the importance of immune system in our model.

V. DISCUSSION AND CONCLUSION

Hepatitis D virus infection has a worldwide distribution. Studying the transmission, epidemiology and dynamic virus of HDV infection is an important topic. It is a unique virus for which many open questions remain. For example, HDV-specific treatment protocols still do not exist. The investigation of the inter-related dynamics of chronic HBV and HDV infections are important to understanding how treatment may affect this complex system. To this end, the development of biologically realistic mathematical models is an important tool. The main objective of this paper was to shed light on the interaction between HBV and HDV.

A realistic deterministic ODE based compartmental model for the transmission of HBV and HDV co-dynamics within the body of a host has been proposed and analyzed. The HBV-only model was qualitatively examined, first of all.

The mathematical analysis results show that the basic reproductive number $R_0$ of the co-interaction HBV-HDV model is the same than the basic reproduction number of the HBV model alone. This suggests that the eradication of HDV is conditioned by the eradication of HBV. The epidemiological implication of this is that for
the effective eradication and control of HDV, $R_0$ should be less than one. Moreover, achieving this may be too costly, because it means that for constant controls, one needs to keep treating for infinite time. Therefore, we considered time dependent controls as a way out, to ensure the eradication of the disease in a finite time. In this light, we addressed the optimal control by deriving and analyzing the conditions for optimal eradication of the disease. From our numerical results, we can conclude that immune responses play a significant role in eradication of disease. Moreover, to eradicate the disease, it is important to manufacture a drug treatment with high efficacy which can block the viral production.
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